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Abstract

Treatment effect heterogeneity is of a great concern when evaluating the treatment. However,

even with a simple case of a binary random treatment, the distribution of treatment effect is

difficult to identify due to the fundamental limitation that we cannot observe both treated

potential outcome and untreated potential outcome for a given individual. This paper assumes

a conditional independence assumption that the two potential outcomes are independent of

each other given a scalar latent variable. Using two proxy variables, we identify conditional

distribution of the potential outcomes given the latent variable. To pin down the location of the

latent variable, we assume strict monotonicty on some functional of the conditional distribution;

with specific example of strictly increasing conditional expectation, we label the latent variable

as ‘latent rank’ and motivate the identifying assumption as ‘latent rank invariance.’
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1 Introduction

The fundamental limitation that we in general cannot simultaneously observe the two poten-

tial outcomes—treated potential outcome and untreated potential outcome—for a given individual

makes the task of identifying the distribution of treatment effect particularly complicated. Thus,

instead of estimating the whole distribution of treatment effect, researchers often try to estimate

some summary measures of the treatment effect, such as the average treatment effect (ATE) or

the quantile treatment effect (QTE). These summary measures of the treatment effect distribution

provide insights into the treatment effect distribution and thus help researchers with policy recom-

mendations. However, there still remain a lot of research questions that can only be answered from

the treatment effect distributions; e.g., is the treatment Pareto improving? what is the share of

people who are worse off under the treatment regime? This paper aims to answer these questions,

by identifying the distributional treatment effect.

When we believe that there is no underlying individual-level heterogeneity and thus the two

potential outcomes are independence of each other, meaning that a realized value of the treated po-

tential outcome has no information on the individual-level heterogeneity and thus has no predictive

power for the untreated potential outcome and vice versa, identification of the joint distribution

of the two potential outcomes becomes trivial. Once we identify the marginal distributions of the

two potential outcomes, the joint distribution becomes their product. In light of this observation,

we propose an econometric framework where there exists a scalar latent variable that captures

the individual-level heterogeneity in terms of the dependence between the two potential outcomes.

Assuming that the two potential outcomes are independent of each other conditioning on the latent

variable, the task of identifying the joint distribution of the two potential outcomes becomes that of

identifying the two conditional distributions of a potential outcomes given the latent variable and

the marginal distribution of the latent variable. Let Y (1) denote the treated potential outcome,

Y (0) denote the untreated potential outcome and U ∈ U ⊂ R denote the individual-level latent

variable. When

Y (1) ⊥⊥ Y (0)
∣∣ U, (1)

we can characterize the joint distribution of the two potential outcome as follows:

Pr {Y (1) ≤ y1, Y (0) ≤ y0} = E [Pr {Y (1) ≤ y1|U} · Pr {Y (0) ≤ y0|U}] .
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The assumption that there exists a latent variable Ui that captures the dependence between

the two potential outcomes is not new to the literature. A condition in the same spirit as (1) has

been widely used in quantile treatment effect estimation and quantile regression, in the name of

rank invariance/similarity. (See Chernozhukov and Hansen (2005, 2006); Athey and Imbens (2006);

Vuong and Xu (2017); Callaway and Li (2019) and more.) The rank invariance condition assumes

that the rank of one potential outcome is retained as the rank of the other potential outcome.

Let FY (1) denote the marginal distribution of the treated potential outcome and let FY (0) denote

the marginal distribution of the treated potential outcome. The rank invariance assumes that

U = FY (1)(Y (1)) = FY (0)(Y (0)) and the one scalar variable U captures all the dependence between

the two potential outcomes. The conditional independence of Y (1) and Y (0) given U directly

follows.

However, the usage of the rank invariance condition is mostly limited to the quantile treatment

effect and not applied to the distributional treatment effect, due to the fact that it imposes excessive

restriction on the joint distribution of the two potential outcomes.1 When we assume that the

ranks of the two potential outcomes are the same, the conditional distribution of one potential

outcome given the other potential outcome becomes degenerate. Thus, while the rank invariance

is a sensible condition to utilize when the goal is to identify the quantile treatment effect, since we

are not interested in the conditional distribution of one potential outcome given the other, it may

be imposing too much restriction on the dependence between the two potential outcomes when we

are interested in the joint distribution of the two potential outcomes.

As a byproduct of relaxing the rank invariance assumption and not assuming that there is some

known function, such as FY (1), to retrieve U directly from Y , it becomes nontrivial to identify the

conditional distributions and the marginal distributions involving the latent variable. For that, we

assume that there are two additional proxy variables X,Z, observable to the econometrician: Hu

and Schennach (2008); Miao et al. (2018); Deaner (2023); Kedagni (2023) and more. With the two

proxy variables that are conditionally independent of each other and the potential outcomes given

the latent variable, we characterize a pair of conditional densities—the conditional density of Y (1)

given U and the conditional density of Y (0) given U—for each u in the support of U .

For the last step of the identification argument, we assume that there exists a functional of

1Some previous works in the literature use the terminology ‘distributional effect’ to discuss parameters that are a
functional of the marginal distributions of the potential outcomes; e.g., Firpo and Pinto (2016). To avoid confusion,
we will reserve the expression ‘distributional’ to only when the object involves the joint distribution of the two
potential outcomes.
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the joint distribution of the potential outcomes given the latent variable, strictly increasing in the

latent variable U . An example of such a functional is conditional expectation. Suppose that the

two conditional expectations E [Y (1)|U = u] and E [Y (0)|U = u] are strictly increasing in u. Using

the strict monotonicity, we can identify the marginal distribution of (a transformation of) U and

integrate the product of the conditional densities across the support of U . Within this example,

the latent variable U can be thought of as the rank of the expected mean, which is invariant across

the two treatment regimes.

This paper makes contribution to the distributional treatment effect literature by proposing a

framework where the joint distribution of the potential outcomes and thus the marginal distribution

of treatment effect are point identified. This is in contrast to the partial identification results in the

literature: Heckman et al. (1997); Fan and Park (2010); Fan et al. (2014); Firpo and Ridder (2019);

Frandsen and Lefgren (2021) and more. There exist several notable point identification results,

which use a type of conditional independence assumption as we do: Carneiro et al. (2003); Gautier

and Hoderlein (2015); Noh (2023). Gautier and Hoderlein (2015) is similar to our paper in the sense

that they also consider a conditional independence assumption given a latent variable; the difference

is that the distribution of the latent variable is identified through treatment assignment model with

instruments in their paper while it is identified through conditionally independent proxy variables

in this paper. Carneiro et al. (2003) is closest to this paper in that they also assume conditional

independence of potential outcomes given a latent variable and use repeated measurements on the

latent variable, similar to our proxies. However, by assuming linear structure with a factor model,

Carneiro et al. (2003) allows for multi-dimensional latent vector while our result allows for more

flexibility in the conditional distribution of the potential outcomes given the latent variable, at the

cost of assuming that U is a scalar.

The rest of the paper is organized as follows. Section 2 discusses the identification result for the

joint distribution of the two potential outcomes. Section 3 explains the estimation procedure based

on a nonnegative matrix factorization problem and proves the uniform consistency for the joint

distribution of the potential outcomes. Section 4 extends the main identification result to account

for treatment endogneity. Section 5 applies the estimation procedure to Jones et al. (2019).
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2 Identification

An econometrican observes a dataset {Yi, Di, Xi, Zi}ni=1 where Yi, Xi, Zi ∈ R and Di ∈ {0, 1}.

Yi is an outcome variable, Di is a binary treatment variable and Xi, Zi are two proxy variables.

The outcome Yi is constructed with two potential outcomes.

Yi = Di · Yi(1) + (1−Di) · Yi(0). (2)

In addition to (Yi(1), Yi(0), Di, Xi, Zi), there is a latent variable Ui ∈ U ⊂ R. Ui plays a key role in

putting some restrictions on the joint distribution of Yi(1) and Yi(0) and bypassing the fundamental

limitation that we observe only one potential outcome for a given individual. The dataset comes

from random sampling: (Yi(1), Yi(0), Di, Xi, Zi, Ui)
iid∼ F .

Firstly, we assume that the treatment Di is random, with regard to the potential outcomes, one

of the proxy variables and the latent variable Ui.

Assumption 1. (random treatment)
(
Yi(1), Yi(0), Xi, Ui

)
⊥⊥ Di.

Assumption 1 is already more than enough to identify numerous treatment effect parameters such as

average treatment effect (ATE), quantile treatment effect (QTE) and more. However, the random

treatment does not give us sufficient identifying power to identify the distribution of treatment

effect, since it still suffers from the limitation that we cannot simultaneously observe Yi(1) and

Yi(0) for a given individual.

Thus, we impose restrictions on the joint distribution of Yi(1) and Yi(0) by assuming that the

latent variable Ui captures all of the dependence between the two potential outcomes and the two

proxy variables.

Assumption 2. (conditional independence) Yi(1), Yi(0), Xi and Zi are all mutually independent

given Ui.

The conditional independence assumption is a nontrivial restriction on the joint distribution of

Yi(1) and Yi(0). Note that the latent variable Ui lies in R as do Yi(1) and Yi(0). This excludes the

non-binding case where Ui =
(
Yi(1), Yi(0)

)
.
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Example 1. Consider a short panel with nonseparable model: for t = 1, 2, 3 and d = 0, 1,

Yit(d) = gd
(
Vit, εit(d)

)
, (3)

Yit = Dit · Yit(1) + (1−Dit) · Yit(0).

A potential outcome Yit(d) is a nonlinear function of two latent variables Vit and εit(d). Note that

Vit appears in the model twice; both for Yit(1) and for Yit(0). In this sense, Vit is a common shock

to the potential outcomes where εit(d) is a treatment-status-specific shock. For simplicity, assume

Di1 = 0 and Di3 = 1 with probability one. Then by assuming that {Vit}3t=1 is Markovian and

that {Vit}3t=1 , εi1(0), εi2(1), εi2(0) and εi3(1) are mutually independent, Assumption 2 is satisfied

by letting Yi = Yi2, Xi = Yi1, Zi = Yi3 and Ui = Vi2.

Example 1 constructs a nonseparable panel model where a past outcome and a future outcome

can be used as the two proxy variables satisfying the conditional independence assumption. The

key element of the nonseparable panel model in Example 1 is that there is a common shock Vit that

is applied to both treated and untreated potential outcomes and that Vit is independent of all the

treatment-status-specific shocks {εis(d)}s,d while dependence within {Vis}s themselves is restricted

to be first-order Markovian. When the treatment Di2 is assigned randomly, both Assumption 1

and Assumption 2 hold, under the nonseparable panel model.

An intuitive way to motivate the role of Vit in this example is to label Vit as a ‘latent rank’

and assume rank invariance. Assume that E [Yit(1)|Vit = v] and E [Vit(0)|Vit = v] are monotone

increasing in v. In addition, WLOG suppose that in the data generating process, the common

shock Vit is drawn first and then the treatment-status-specific shocks εit(1) and εit(0) are drawn

subsequently. Then, at the interim stage where only Vit has been drawn, the two potential outcome

variables have the same ‘latent rank’ in the sense that their expected values E [Yit(1)|Vit] and

E [Yit(0)|Vit] have the same rank in their respective distributions. A similar motivational assumption

can be made with other average measures such as median or mode. With this interpretation, the

sufficient condition for Assumption 2 in Example 1 is that the latent rank process is independent of

all the other random elements of the model and the latent rank process itself is first-order Markovian;

any intertemporal and intratemporal dependence among potential outcomes is captured with the

first-order Markovian latent rank.

Assumptions 1-2 are powerful enough for us to apply the known spectral decomposition results

with proxy variables (see Hu (2008); Hu and Schennach (2008) and more) to each of the treated
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sample and the untreated sample. Let fY=y,X|D=d,Z(x|z) denote the conditional density of (Yi, Xi)

given (Di, Zi) evaluated at Yi = y and Di = d; the density has only two arguments x and z.

Likewise, let fU |D=d,Z denote the conditional density of Ui given (Di, Zi) evaluated at Di = d.

From the conditional independence, we obtain the following integral representation: for x, z ∈ R,

fY=y,X|D=d,Z(x|z) =
∫

fY (d)|U (y|u) · fX|U (x|u) · fU |D=d,Z(u|z)du, (4)

fX|D=d,Z(x|z) =
∫

fX|U (x|u) · fU |D=d,Z(u|z)du.

To discuss the spectral decomposition result of Hu and Schennach (2008), let us construct integral

operators LX|U , LU |D=d,Z and a diagonal operator ∆Y (d)=y|U which map a function in L1(R) to a

function in L1(R):

[
LX|Ug

]
(x) =

∫
R
fX|U (x|u)g(u)du,[

LU |D=d,Zg
]
(u) =

∫
R
fU |D=d,Z(u|z)g(z)dz,[

∆Y (1)=y|Ug
]
(u) = fY (1)|U (y|u)g(u).

For example, when g is a density, LX|U takes the density g as a marginal density of Ui and maps it

to a marginal density of Xi, implied by fX|U and g. Define LY=y,X|D=d,Z and LX|D=d,Z similarly,

with the conditional density fY=y,X|D=d,X and fX|D=d,Z . Then,

LY=y,X|D=d,Z = LX|U ·∆Y (d)|U · LU |D=d,Z ,

LX|D=d,Z = LX|U · LU |D=d,Z .

To get to a spectral decomposition result, we additionally assume that the conditional density

fX|D=d,Z is complete. The completeness assumption imposes restriction on the proxy variables Xi

and Zi; the conditional density of Ui given Zi, within each subsample, should preserve the variation

in the conditional density of Xi given Ui. With completeness condition on the conditional density

fX|D=d,Z , we can define an inverse of the integral operator LX|D=d,Z and therefore obtain a spectral

decomposition:

LY=y,X|D=d,Z ·
(
LX|D=d,Z

)−1
= LX|U ·∆Y (d)|U ·

(
LX|U

)−1
.

The RHS of the equation above admits a spectral decomposition with
{
fX|U (·|u)

}
u
as eigenfunctions
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and
{
fY (d)|U (y|u)

}
u
as eigenvalues.

However, the individual spectral decomposition results on the two subsamples by themselves

are not enough to identify the joint distribution of the potential outcomes. To connect the two

spectral decomposition results, we resort to Assumption 1. Under Assumption 1, the conditional

density of Xi given Ui is identical across the two subsamples. Thus, the two decomposition results

should admit the same density functions
{
fX|U (·|u)

}
u
as eigenfunctions. Using this, we connect

the eigenvalues of the two decompositions; we identify
{
fY (1)|U (·|u) · fY (0)|U (·|u)

}
u
.

Lastly, to find the marginal distribution of Ui, we fully invoke the latent rank interpretation

and assume that there is some functional M defined on L1(R2) such that MfY (1),Y (0)|U (·, ·|u) is

strictly increasing in u. An example of such a functional is the sum of the means:

Mf =

∫
R

∫
R
(y1 + y0)f(y1, y0)dy1dy0.

Alternatively, if two functionals such as

M1f =

∫
R
y1fY (1)|U (y1|u)dy1,

M2f =

∫
R
y0fY (0)|U (y0|u)dy0

satisfy that M1fY (1)|U (·|u) and M2fY (0)|U (·|u) are both strictly increasing in u, the latent rank in-

variance holds in a truer sense that Ui determines the rank of E [Yi(1)|Ui] and the rank of E [Yi(0)|Ui]

and that the two ranks coincide. The latent rank assumption finds on ordering on the eigenfunctions{
fX|U (·|u)

}
u
using information from

{
fY (1),Y (0)|U (·, ·|u)

}
u
and allows us to use a transformation

on Ui without precisely locating Ui.

Assumption 3 formally states the completeness condition on the conditional density fX|D=d,Z

and the latent rank assumption on fY (1),Y (0)|U and Ui. Theorem 1 contains the identification result.

Assumption 3. Assume

a. (bounded density) The conditional densities fY (1)|U , fY (0)|U , fX|U , fU |D=1,Z and fU |D=0,Z and

the marginal densities fU , fZ|D=1 and fZ|D=0 are bounded.

b. (completeness) The integral operators LX|U , LX|D=1,Z and LX|D=0,Z are injective on L1(R).
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c. (no repeated eigenvalue) For any u ̸= u′,

Pr
{
fY (1)|U (Yi|u) ̸= fY (1)|U (Yi|u′)|Di = 1

}
· Pr

{
fY (0)|U (Yi|u) ̸= fY (0)|U (Yi|u′)|Di = 0

}
> 0.

d. (latent rank) There exists a functional M defined on L1(R2) and a strictly increasing and

continuously differentiable function h defined on U such that

h(u) = MfY (1),Y (0)|U (·, ·|u).

Theorem 1. Under Assumptions 1-3, the joint density of Yi(1), Yi(0) and Xi is identified.

Proof. See Appendix.

It directly follows that any functional of the joint distribution of Yi(1) and Yi(0) is identified: e.g.,

Pr {Yi(1) ≥ Yi(0)} ,Pr {Yi(1) ≥ Yi(0)|Yi(0)} and etc.

3 Implementation

In this section, we propose an estimation method, based on the identification result from the

previous section.

3.1 Nonnegative matrix factorization

For this subsection, let us assume that Ui is finite.

Assumption 4. U = {u1, · · · , uK}.

While Assumption 3.d does not hold anymore, the identification result discussed in the previ-

ous section still holds, thanks to the finiteness of U ; marginal probability of Ui can be retrieved,

without any ordering on
{
fX|U (·|u)

}uK

u=u1 . Now that Ui is finite, the estimation of the joint

distribution of Yi(1) and Yi(0) reduces down to the estimation of the 2K conditional densities{
fY (1)|U (·|u), fY (0)|U (·|u)

}uK

u=u1 . As with the identification strategy, we rely on the proxy variable

Zi to create variation in the conditional density of Xi given Ui: the mixture component distribution,

in the terminology of a finite mixture model.

For each of the three variables Yi, Xi, Zi, construct a partition on R:

{
Ym =

(
ym−1, ym

]}My

m=1
,

{
Xm =

(
xm−1, xm

]}Mx

m=1
,

{
Zm =

(
zm−1, zm

]}Mz

m=1
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Let M = My · Mx and let W1 = Y1 × X1,W2 = Y2 × X1, · · · ,WM = YMy · XMx . {Wm}Mm=1

is a partition on R2. Then, we construct two M × Mz matrices whose elements are conditional

probability (Yi, Xi) given (Di, Zi): let

Hd =


Pr {(Yi, Xi) ∈ W1|Di = d, Zi ∈ Z1} · · · Pr {(Yi, Xi) ∈ W1|Di = d, Zi ∈ ZMz}

...
. . .

...

Pr {(Yi, Xi) ∈ WM |Di = d, Zi ∈ Z1} · · · Pr {(Yi, Xi) ∈ WM |Di = d, Zi ∈ ZMz}


for each d = 0, 1. From Assumption 2, both H0 and H1 decompose into a multiplication of two

matrices: for each d = 0, 1, Hd = Γd · Λd where

Γd =


Pr
{
(Yi(d), Xi) ∈ W1|Ui = u1

}
· · · Pr

{
(Yi(d), Xi) ∈ W1|Ui = uK

}
...

. . .
...

Pr
{
(Yi(d), Xi) ∈ WM |Ui = u1

}
· · · Pr

{
(Yi(d), Xi) ∈ WM |Ui = uK

}


Λd =


Pr
{
Ui = u1|Di = d, Zi ∈ Z1

}
· · · Pr

{
Ui = u1|Di = d, Zi ∈ ZMz

}
...

. . .
...

Pr
{
Ui = uK |Di = d, Zi ∈ Z1

}
· · · Pr

{
Ui = uK |Di = d, Zi ∈ ZMz

}


The equation Hd = Γd · Λd shows us that under the finiteness of Ui, the conditional density

model in (4) is indeed a finite mixture model. For each subpopulation {i : Di = d, Zi ∈ Cm}, there is

a column in the matrix Λd which denotes the (conditional) probability of Ui in that subpopulation.

Then, the conditional density of (Yi, Xi) in that subpopulation admits a finite mixture model with

the aforementioned columns of Λd as mixture weights and the conditional density of (Yi(d), Xi)

given Ui as mixture component densities. The equation Hd = Γd · Λd discretizes the relationship

and collects them across the partition {Zm}Mz
m=1 on the support of Zi.

Recall that Assumption 3.b assumes that the conditional density of Xi given Di = d, Zi is

complete. In the discretized version of the model, the completeness condition translates to Λ0 and

Λ1 having full rank, with a properly chosen partition {Zm}Mz
m=1. When Λ0 and Λ1 are full rank

matrices, we can define pseudo-inverses and identify the conditional density of (Yi(d), Xi) given Ui

from the following linear equations:

(
fY,X|D=d,Z(y, x|Z1) · · · fY,X|D=d,Z(y, x|ZMz)

)
=
(
fY (d),X|U (y, x|u1) · · · fY (d),X|U (y, x|uK)

)
Λd ∀(y, x) ∈ R2
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for each d = 0, 1.2 Thus, under the finiteness assumption, the estimation of the 2K conditional

densities
{
fY (1)|U (·|u), fY (0)|U (·|u)

}uK

u=u1 further reduces down to the estimation of the two matrices

Λ0 and Λ1; the rest of the estimation can be done nonparametrically.

To estimate the mixture weight matrices Λ0 and Λ1, construct sample analogues of the condi-

tional probability matrices H0 and H1: let

Hd =


∑n

i=1 1{(Yi,Xi)∈W1,Di=d,Zi∈Z1}∑n
i=1 1{Di=d,Zi∈Z1} · · ·

∑n
i=1 1{(Yi,Xi)∈W1,Di=d,Zi∈ZMz}∑n

i=1 1{Di=d,Zi∈ZMz}
...

. . .
...∑n

i=1 1{(Yi,Xi)∈WM ,Di=d,Zi∈Z1}∑n
i=1 1{Di=d,Zi∈Z1} · · ·

∑n
i=1 1{(Yi,Xi)∈WM ,Di=d,Zi∈ZMz}∑n

i=1 1{Di=d,Zi∈ZMz}

 .

Each column of H0 is a (discretized) conditional distribution function of (Yi, Xi) given
(
Di = 0, Zi

)
and each column of H1 is a (discretized) conditional distribution function of (Yi, Xi) given

(
Di =

1, Zi

)
. To estimate Λ0 and Λ1, construct a nonnegative matrix factorization problem:

min
Λ0,Λ1,Γ0,Γ1

∥H0 − Γ0Λ0∥F
2 + ∥H1 − Γ1Λ1∥F

2 (5)

subject to linear constraints that

Λ0 ∈ R+
K×Mz , Λ1 ∈ R+

K×Mz , Γ0 ∈ R+
M×K , Γ1 ∈ R+

M×K ,

ιK
⊺Λ0 = ιMz

⊺, ιK
⊺Λ1 = ιMz

⊺, ιM
⊺Γ0 = ιK

⊺, ιM
⊺Γ1 = ιK

⊺,

PΓ0 = PΓ1

where P = IMx⊗ιMy
⊺ and quadratic constraints that Γ0 and Γ1 satisfy the conditional independence

Pr
{
(Yi(d), Xi) ∈ Ym ×Xm′ |Ui = uk

}
=

(
Mx∑
l=1

Pr
{
(Yi(d), Xi) ∈ Ym ×Xl|Ui = uk

})
·

My∑
l=1

Pr
{
(Yi(d), Xi) ∈ Yl ×Xm′ |Ui = uk

}
for each (m,m′). ιx is a x-dimensional column vector of ones. Let Λ̂0, Λ̂1, Γ̂0 and Γ̂1 denote the

solution to the minimization problem.

Note that the objective function in (5) is quadratic when either (Λ0,Λ1) or (Γ0,Γ1) is fixed.

Thus, we suggest an iterative algorithm to solve the minimization problem.

2A slight abuse of notation is used here to denote the conditional density of (Yi, Xi) given (Di = d, Zi ∈ Cm).
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1. Initialize Γ
(0)
0 ,Γ

(0)
1 .

2. (Update Λ) Given
(
Γ
(s)
0 ,Γ

(s)
1

)
, solve the following quadratic program:

(
Λ
(s)
0 ,Λ

(s)
1

)
= arg min

Λ0,Λ1

∥∥∥H0 − Γ
(s)
0 Λ0

∥∥∥
F

2
+
∥∥∥H1 − Γ

(s)
1 Λ1

∥∥∥
F

2

subject to Λ0 ∈ R+
K×J0 ,Λ1 ∈ R+

K×J1 , ιK
⊺Λ0 = ιJ0

⊺ and ιK
⊺Λ1 = ιJ1

⊺.

3. (Update Γ) Given
(
Λ
(s)
0 ,Λ

(s)
1

)
, solve the following quadratic program:

(
Γ̃
(s+1)
0 , Γ̃

(s+1)
1

)
= arg min

Γ0,Γ1

∥∥∥H0 − Γ0Λ
(s)
0

∥∥∥
F

2
+
∥∥∥H1 − Γ1Λ

(s)
1

∥∥∥
F

2

subject to Γ0 ∈ R+
M×K ,Γ1 ∈ R+

M×K , ιM
⊺Γ0 = ιK

⊺, ιM
⊺Γ1 = ιK

⊺ and PΓ0 = PΓ1. Com-

pute marginal probabilities from
(
Γ̃
(s+1)
0 , Γ̃

(s+1)
1

)
and expand to construct

(
Γ
(s+1)
0 ,Γ

(s+1)
1

)
.

4. Repeat 2-3 until convergence.

As discussed above, the number of columns in H0 and H1 have to at least K to estimate full rank

Λ0 and Λ1; Mz ≥ K. Thus, to initialize Γ
(0)
0 ,Γ

(1)
1 , we can consider every K-combination of columns

from Hd for small enough Mz and choose the combination that minimizes the objective:
(
Mz

K

)
initial

values. Likewise, we can consider randomly drawn K set of weights that sum to one and use the

weighted sums of columns of Hd as an initial value. Alternatively, we can select the eigenvectors

associated with the first K largest eigenvalues of Hd
⊺Hd as an initial value.

The following Assumption replaces Assumption 3.b-c in the context of Assumption 4.

Assumption 5.

a. Λ0 and Λ1 have rank K.

b. For each k = 1, · · · ,K and d = 0, 1, let

pk =
(
Pr
{
Xi ∈ X1|Ui = uk

}
· · · Pr

{
Xi ∈ XMx |Ui = uk

})⊺
,

qdk =
(
Pr
{
Yi(d) ∈ Y1|Ui = uk

}
· · · Pr

{
Yi(d) ∈ YMy |Ui = uk

})⊺
.

For any k ̸= k′, q0k ̸= q0k′ and q1k ̸= q1k′. In addition, p1, · · · pK are linearly independent.

Assumption 5 implicitly assumes that Mx ≥ K. The restriction that Mx,Mz ≥ K is intuitive in

the sense that we use the variation in the conditional density of one proxy variable given another
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to capture the variation in the latent variable Ui; the support for the two proxy variables has to be

at least as rich as the support of the latent variable.

Theorem 2. Assumptions 1-2, 4-5 hold. Up to some permutation on {u1, · · · , uK},

Λ̂0
p−→ Λ0 and Λ̂1

p−→ Λ1

as n → ∞.

Proof. See Appendix.

Given the estimates of the two mixture weights matrices Λ0 and Λ1, we can construct an estimator

for the joint distribution of Yi(1) and Yi(0). Firstly, estimate the conditional distribution of the

potential outcomes given the latent variable Ui. Let

FY |D=d,Z(y|Zm) =
1∑n

i=1 1{Di = d, Zi ∈ Zm}

n∑
i=1

1{Yi ≤ y,Di = d, Zi ∈ Zm} ∀y ∈ Y

for each m = 1, · · · ,Mz and d = 0, 1. Let

(
F̂Y (d)|U

(
y|u1

)
· · · F̂Y (d)|U

(
y|uK

))
=
(
FY |D=d,Z(y|Z1) · · · FY |D=d,Z(y|ZMz)

)(
Λ̂d

)−1
.

Secondly, estimate the marginal distribution of the latent variable Ui. Let

FZ|D=d(Zm) =

∑n
i=1 1{Di = d, Zi ∈ Zm}∑n

i=1 1{Di = d}

for each m = 1, · · · ,Mz and d = 0, 1. Let

(
f̂U
(
u1
)

· · · f̂U
(
uK
))

= ιMz
⊺Λ̂0 · diag

(
FZ|D=0(Z1), · · · ,FZ|D=0(ZMz)

)
By summing over U , we get

F̂Y (1),Y (0)(y1, y0) =

K∑
k=1

F̂Y (1)|U (y1|uk) · F̂Y (0)|U (y0|uk) · f̂U
(
uk
)
.

Corollary 1 shows that F̂Y (1),Y (0) is a uniformly consistent estimator.
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Corollary 1. Assumptions 1-2, 4-5 hold. Then,

sup
(y1,y0)∈R2

∣∣∣F̂Y (1),Y (0)(y1, y0)− FY (1),Y (0)(y1, y0)
∣∣∣ p−→ 0

as n → ∞.

Proof. See Appendix.

The fact that Mz and |U| are finite plays a crucial role in deriving the uniform consistency re-

sult. Likewise, relying on the finiteness and the result of Devroye (1983), we can prove L1 con-

sistency on the joint density estimator; the estimator for the treatment effect distribution, i.e.,

Pr {Yi(1)− Yi(0) ≤ δ}, is uniformly consistent across δ ∈ R.

4 Extension

4.1 Nonrandom treatment

In the identification argument, Assumption 1 is used to connect the spectral decomposition

result from the treated subsample and that from the untreated subsample, by establishing the

conditional independence of (Yi(1), Yi(0), Xi) and Di given Ui. The random treatment condition

frmo Assumption 1 can be relaxed as long as we get this conditional independence of the treatment

given Ui.

Assumption 6. (Yi(1), Yi(0), Xi) ⊥⊥ Di | (Zi, Ui).

Assumption 6 assumes that the potential outcomes and one of the proxy variables are conditionally

independent of the treatment given the other proxy variable and the latent rank variable Ui. Under

Assumption 6, the decomposition in (4) still holds, for each of the two subsamples:

fY=y,X|D=d,Z(x|z) =
∫
U
fY (d),X|D=d,Z,U (y, x|z, u) · fU |D=d,Z(u|z)du

=

∫
U
fY (d),X|Z,U (y, x|z, u) · fU |D=d,Z(u|z)du ∵ Assumption 6

=

∫
U
fY (d)|U (y|u) · fX|U (x|u) · fU |D=d,Z(u|z)du ∵ Assumption 2

Thus, the identification result discussed in Section 2 holds.

Assumption 6 assumes that the latent rank variable Ui and the proxy variable Zi contains

sufficient information in the treatment assignment process. Recall that the key assumption of the
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econometric framework of this paper is that the one-dimensional latent variable Ui is rich enough

to contain sufficient information regarding the dependence between the two potential outcomes.

Assumption 6 builds onto this and assumes that the richness of Ui also captures the treatment

endogeneity.

That being said, the additional assumption on the role of the latent rank Ui may not be as

restrictive as it seems, in the sense that Assumption 2 is already an assumption about heterogeneity

in the potential outcomes, which is believed to be the key determinant in the treatment assignment

process in many empirical contexts. In the short panel example from Example 1, Assumption 2

was motivated with a nonseparable panel model with a common shock Vit that affects both treated

potential outcome and untreated potential outcome. Suppose that at the beginning of the time

period t = 2, individuals select into treatment by comparing their expected gain from being under

treatment with their costs ηi:

Di2 = 1{E [Yi2(1)− Yi2(0)|Vi2] ≥ ηi}

The assignment model above assumes that the timing of selection is when the individuals are only

aware of their ‘latent rank’ Vi2 and thus the (conditionally) expected gain E [Yi2(1)− Yi2(0)|Vi2],

but not the realized gain Yi(1)− Yi(0). When ηi, the idiosyncratic shock in the assignment model,

is independent of the shocks in the outcome model, Assumption 6 is satisfied.

5 Empirical illustration

In this section, we revisit Jones et al. (2019) and estimate the distributional treatment effect

of workplace wellness program on medical spending. Jointly with the Campus Well-being Services

at the University of Illinois Urbana-Champaign, the authors conducted a large-scale randomized

control trials. The experiment started in July 2016, by inviting 12,459 eligible university employees

to participate in an online survey. Of 4,834 employees who completed the survey, 3,300 employees

were randomly selected into treatment, being offered to participate in a workplace wellness program

names iThrive. The participation itself was not enforced; the treated individuals were merely

financially incentivized to participate by being offered monetary reward for completing each step

of the wellness program. Thus, the main treatment effect parameter of Jones et al. (2019) is

the ‘intent-to-treat’ effect. The workplace wellness program consisted of various activities such as

chronic disease management, weight management, and etc. The treated individuals were offered to
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participate in the wellness program starting fall semester of 2016, until spring semester of 2018.

One of the main outcome variables that Jones et al. (2019) studied is the monthly medical

spending. Since the authors had access to the university-sponsored health insurance data, they

had detailed information on the medical spending behaviors of the participants. Taking advantage

of the randomness in assigning eligibility to the participants, Jones et al. (2019) estimated the

intent-to-treat type ATE of the workplace wellness program on the monthly medical spending.

The ATE estimate on the first-year monthly medical spending, from August 2016 to July 2017,

showed that the eligibility for the wellness program raised the monthly medical spending by $10.8,

with p-value of 0.937, finding no significant intent-to-treat effect.

We build onto this ATE result from Jones et al. (2019) and estimate the distributional treatment

effect of the randomly assigned eligibility for the wellness program. The dataset built by the authors

of Jones et al. (2019) fits the context of the short panel model in Example 1. For each individual,

the dataset contains monthly medical spending records for the following three time durations:

July 2015-July 2016, August 2016-July 2017 and August 2017-January 2019. Since the experiment

started in the summer of 2016 and the treated individuals were offered to participate in the wellness

program starting the fall semester of 2016, the monthly medical spending record for July 2015-July

2016 could be thought of as a ‘pretreatment’ outcome variable. Thus, we could use the information

from the distribution of the pretreatment outcome variable to connect the treated subsample and

the untreated subsample.

In this specific empirical context, the common shock Vit could be thought of as underlying health

status and the treatment-status-specific shocks (εit(1), εit(0)) could be thought of as additional

random shocks such as susceptibility to the workplace wellness program. Note that the distribution

of the additional random shocks is allowed to depend on the underlying health status, but not

on each other. For example, one’s susceptibility to the wellness program may depend on their

underlying health status, but not on, for example, their disappointment from not being offered the

wellness program.

Figure 1 contains the estimated joint distribution of the two potential outcomes. For visibility,

the joint distribution is plotted for their quantiles in the marginal distribution of the outcome;

Figure 1 plots the joint distribution of FY (Yi(1)) ∈ [0, 1] and FY (Yi(0)) ∈ [0, 1] where FY is the

marginal distribution of Yi. From the estimates, we see strong positive dependence between the

two potential outcomes where FY (Yi(1)) ≈ FY (Yi(0)) ≈ 0 and FY (Yi(1)) ≈ FY (Yi(0)) ≈ 1. This is

intuitive since if someone has a low underlying health status, their medical spending is likely to be
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large, regardless of participating in the wellness program.

Figure 1: Joint density of FY

(
Yi(1)

)
and FY

(
Yi(0)

)
, K = 5.

Figure 2 contains the marginal distribution of the Yi(1) − Yi(0). As predicted by the ATE

estimate not being significantly away from zero, the marginal distribution of the treatment effect

seems to be symmetric around zero. In addition, we see high probability mass around zero, meaning

that for a majority of the participants, the intent-to-treat effect from the wellness program eligibility

was near zero.

Figure 2: Marginal density of Yi(1)− Yi(0), K = 5.
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6 Conclusion

This paper presents an identification result for the joint distribution of treated potential out-

come and untreated potential outcome, given (conditionally) random binary treatment. The key

assumption in the identification is that there exists a latent variable that captures the dependence

between the two potential outcomes. By assuming strict monotonicity for some functional of the

conditional distribution of potential outcomes given the latent variable, we interpret the latent

variable as ‘latent rank’ and strict monotonicty as ‘latent rank invariance.’ Provided two condi-

tionally independent proxy variables, the conditional distribution of each potential outcome given

the latent variable and thus the joint distribution of the two potential outcomes are identified. In

implementation, we discretize the support of the latent rank variable and use a nonnegative matrix

factorization algorithm. Lastly, we apply the estimation method to revisit Jones et al. (2019) and

find that the potential medical spendings are positively correlated at the two ends of the support.
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APPENDIX

A Proofs

A.1 Proof for Theorem 1

For the proof of the spectral decomposition results, refer to Hu and Schennach (2008). By ap-

plying assumptions of Hu and Schennach (2008), except their Assumption 5, we have a collection of{
fY (1)|U (·|u), fY (0)|U (·|u), fX|U (·|u)

}
u∈U , without labeling on u; we have separated the triads of con-

ditional densities for each value of u, but we have not labeled each triad with their respective values

of u. To find an ordering on the infinite number of triads, let Ũi = h(Ui) := MfY (1),Y (0)|U (·, ·|Ui)

and Ũ = h(U). Now, we have labeled each triad with ũ = h(u). The remainder of the proof

constructs conditional densities and a marginal density in terms of the new latent variable Ũi as

ingredients in identifying the joint density of Yi(1) and Yi(0) and shows that the strict monotonicity

of h allows us to identify the joint distribution of Yi(1) and Yi(0) using Ũi instead of Ui.

Firstly, let us establish the injectivity of the integral operator based on the conditional density

of Xi given Ũi. Find that

fX|Ũ (x|ũ) = fX|U
(
x|h−1(u)

)
[
LX|Ũg

]
(x) =

∫
Ũ
fX|Ũ (x|ũ)g(ũ)dũ =

∫
Ũ
fX|U

(
x|h−1(ũ)

)
g(ũ)dũ

=

∫
Ũ
fX|U

(
x|h−1(ũ)

)
g
(
h
(
h−1 (ũ)

))
dũ

=

∫
U
fX|U (x|u)g (h(u))h′(u)du, by letting ũ = h(u).

From the completeness of fX|U , LX|Ũg = 0 implies that g(h(u))h′(u) = 0 for almost everywhere on

U . Since h is strictly increasing, h′(u) > 0. Thus, we have g(ũ) = 0 almost everywhere on Ũ : the

completeness of fX|Ũ follows. Using the completeness, we identify fŨ |D=d,Z from

fX|D=d,Z =

∫
R
fX|Ũ (x|ũ)fŨ |D=d,Z(ũ|z)dũ.

Since the conditional density of Zi given Di = d is directly observed, the marginal density of Ũi is

also identified.

Secondly, it remains to show that the arbitrary choice of Ũi does not matter. Under the
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conditional independence of Yi(1) and Yi(0) given Ui, the joint distribution of Yi(1) and Yi(0) is

a function of three distributions: the conditional distribution of Yi(1) given Ui, the conditional

distribution of Yi(0) given Ui and the marginal distribution of Ui. For each (y1, y0) ∈ R2,

fY (1),Y (0)(y1, y0) =

∫
U
fY (1)|U (y1|u)fY (0)|U (y0|u)fU (u)du

=

∫
U
fY (1)|Ũ (y1|h(u))fY (0)|Ũ (y0|h(u))fU (u)du

=

∫
Ũ
fY (1)|Ũ (y1|ũ)fY (0)|Ũ (y0|ũ)

fU
(
h−1(ũ)

)
h′ (h−1(ũ))

dũ, by letting u = h−1(ũ)

=

∫
Ũ
fY (1)|Ũ (y1|ũ)fY (0)|Ũ (y0|ũ)fŨ (ũ)dũ, since FU

(
h−1(ũ)

)
= FŨ (ũ).

The last two equalities are from the inverse function theorem:
(
h−1(ũ)

)′
= 1/h′

(
h−1(ũ)

)
. The

joint distribution of Yi(1) and Yi(0) is identified. The expansion to include Xi follows the same

argument.

A.2 Proof for Theorem 2

Step 1. Show that
∥∥∥Γ0Λ0 − Γ̂0Λ̂0

∥∥∥
F

2
= Op

(
1√
n

)
and

∥∥∥Γ1Λ1 − Γ̂1Λ̂1

∥∥∥
F

2
= Op

(
1√
n

)
.

From iid-ness of observations, we have

∥H0 −H0∥F = Op

(
1√
n

)
and ∥H1 −H1∥F = Op

(
1√
n

)
.

From the definition of Λ̂0 and Λ̂1, we have

∥∥∥H0 − Γ̂0Λ̂0

∥∥∥
F

2
+
∥∥∥H1 − Γ̂1Λ̂1

∥∥∥
F

2
≤ ∥H0 − Γ0Λ0∥F

2 + ∥H1 − Γ1Λ1∥F
2

= ∥H0 −H0∥F
2 + ∥H1 −H1∥F

2 = Op

(
1

n

)
.

Then,

∥∥∥Γ0Λ0 − Γ̂0Λ̂0

∥∥∥
F

2
=
∥∥∥H0 − Γ̂0Λ̂0

∥∥∥
F

2
≤
(
∥H0 −H0∥F +

∥∥∥H0 − Γ̂0Λ̂1

∥∥∥
F

)2
= Op

(
1

n

)

and likewise for
∥∥∥Γ1Λ1 − Γ̂1Λ̂1

∥∥∥
F
=
∥∥∥H1 − Γ̂1Λ̂1

∥∥∥
F
. From the submultiplicavity of ∥ · ∥F , we also

get
∥∥∥PΓ1Λ1 − P Γ̂1Λ̂1

∥∥∥
F
=
∥∥∥PΓ0Λ1 − P Γ̂0Λ̂1

∥∥∥
F
= Op

(
1√
n

)
.

To avoid repetition, we will only prove the consistency of Λ̂0; the same argument applies to Λ̂1.
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Step 2. Let A = Λ0Λ̂
⊺
0

(
Λ̂0Λ̂

⊺
0

)−1
. Then,

∥∥Γ̂0 − Γ0A
∥∥
F
= Op

(
1√
n

)
.

Construct a matrix P̃ ∈ RK×M that satisfies the following: an element of P̃ is one or zero;

product of any two rows of P̃ is zero; ∥P̃∥F = M and P̃Γ0 is invertible. When Mx = K, we can

directly use P as P̃ ; when Mx > K, the existence of such P̃ is guaranteed from rank(P ) = Mx.

Given P̃ ,

∥∥∥P̃ Γ̂0Λ̂0 − P̃Γ0Λ0

∥∥∥
F
≤ Op

(
1√
n

)
.

The determinant of P̃ Γ̂0Λ̂0 converges in probability to the determinant of P̃Γ0Λ0, which is nonzero.

Thus, with probability converging to one, both P̃ Γ̂0 and Λ̂0 have full rank and
(
P̃ Γ̂0

)−1
and(

Λ̂0Λ̂
⊺
0

)−1
exist.

Let E = Γ̂0Λ̂0 − Γ0Λ0. Then,

Γ̂0 = Γ0Λ0Λ̂
⊺
0

(
Λ̂0Λ̂

⊺
0

)−1
+ EΛ̂⊺

0

(
Λ̂0Λ̂

⊺
0

)−1

whenever
(
Λ̂0Λ̂

⊺
0

)−1
exists. In addition, when both

(
P̃ Γ̂0

)−1
and

(
Λ̂0Λ̂

⊺
0

)−1
exist,

∥∥∥(Λ̂0Λ̂
⊺
0

)−1 ∥∥∥
F
≤
∥∥∥Γ̂⊺

0P̃
⊺
∥∥∥
F

∥∥∥∥(P̃ Γ̂0Λ̂0Λ̂
⊺
0Γ̂

⊺
0P̃

⊺
)−1

∥∥∥∥
F

∥∥∥P̃ Γ̂0

∥∥∥
F
.

∥∥∥P̃ Γ̂0

∥∥∥
F
is bounded by K2 and

∥∥∥(P̃ Γ̂0Λ̂0Λ̂
⊺
0Γ̂

⊺
0P̃

⊺
)−1 ∥∥∥

F
converges to

∥∥∥(P̃Γ0Λ0Λ0
⊺Γ0

⊺P̃ ⊺
)−1 ∥∥∥

F
.

Both
∥∥Λ̂0

∥∥
F
and

∥∥∥(Λ̂0Λ̂
⊺
0

)−1 ∥∥∥
F
are bounded.

∥∥∥EΛ̂⊺
0

(
Λ̂0Λ̂

⊺
0

)−1 ∥∥∥
F
= Op

(
1√
n

)
. By letting

A = Λ0Λ̂
⊺
0

(
Λ̂0Λ̂

⊺
0

)−1
,

we have that
∥∥Γ̂0 − Γ0A

∥∥
F
=
∥∥∥EΛ̂⊺

0

(
Λ̂0Λ̂

⊺
0

)−1 ∥∥∥
F
= Op

(
1√
n

)
.

Step 3. A converges to a permutation matrix.
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Firstly, find that

ιM
⊺Γ̂0 = ιM

⊺Γ0A+ ιM
⊺
(
Γ̂0Λ̂0 − Γ0Λ0

)
Λ̂0

(
Λ̂0Λ̂

⊺
0

)−1

ιK
⊺ = ιK

⊺A+
(
ιK

⊺Λ̂0 − ιK
⊺Λ0

)
Λ̂0

(
Λ̂0Λ̂

⊺
0

)−1

ιK
⊺ = ιK

⊺A+ (ιMz
⊺ − ιMz

⊺) Λ̂0

(
Λ̂0Λ̂

⊺
0

)−1

ιK
⊺ = ιK

⊺A.

The columns of A sum to one.

WLOG choose the k-th column of Γ0 and construct a Mx ×My matrix Γ̃k where the m-th row

and m′-th column element of Γ̃k is

Pr
{
Yi(0) ∈ Ym′ , Xi ∈ Xm|Ui = uk

}
.

Note that Γ̃k = pkq0k
⊺, with pk, q0k as defined from Assumption 5. Likewise, construct ̂̃Γk from Γ̂0.

Let ajk denote the j-th row and k-th column element of A and a·k denote the k-th column of A.

Find that

min
p∈RMx ,q∈RMy

∥∥∥ K∑
j=1

Γ̃jajk − pq⊺
∥∥∥
F
≤
∥∥∥ K∑

j=1

Γ̃jajk − ̂̃Γk

∥∥∥
F
+min

p,q

∥∥∥̂̃Γk − pq⊺
∥∥∥
F

=
∥∥∥ K∑

j=1

Γ̃jajk − ̂̃Γk

∥∥∥
F
≤
∥∥Γ̂0 − Γ0A

∥∥
F
.

The equality holds from the construction of the estimator Γ̂0; the estimated mixture component

distribution satisfies the conditional independence of Yi(0) and Xi given Ui. The second inequality

holds by expanding from the k-th column to the entire matrix.

Let ek denote the K-dimensional elementary vector whose k-th element is one and the rest are

zeros. Suppose mink′ ∥a·k − ek′∥∞ ≥ ε. Then, there exist some j ̸= j′ such that |ajk − 1| ≤ |alk − 1|

for all l and |aj′k| ≥ ε
K−1 since each column has to sum to one. Find that

min
p∈RMx ,q∈RMy

∥∥∥ K∑
j=1

Γ̃jajk − pq⊺
∥∥∥
F
= min

p∈RMx ,q∈RMy

∥∥∥ K∑
j=1

ajkpjq0j
⊺ − pq⊺

∥∥∥
F
= Op

(
1√
n

)
.
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min
p∈RMx ,q∈RMy

∥∥∥ K∑
j=1

ajkpjq0j
⊺ − pq⊺

∥∥∥
F

is bounded from below when mink′ ∥a·k − ek′∥∞ ≥ ε, to create a contradiction. Consider a singular

value decomposition of
∑K

j=1 ajkpjq0j
⊺ for the given a·k. There are at least two nonzero singular

values: |aj′k| ≥ ε
K−1 . Since the Frobenius norm is the l2 norm on the vector of singular values and

from the known results on the principal component analysis, the minimized objective above is the

l2 norm on the vector of singular values minus the largest singular value, which is positive. Let us

expand this argument: with some arbitrary small η > 0, let

ρ(ε) = min

min
p,q

∥∥∥ K∑
j=1

ajpjq0j
⊺ − pq⊺

∥∥∥
F
: min

k
∥a− ek∥∞ ≥ ε, ιK

⊺a = 1,
K∑
j=1

ajpjq0j
⊺ ≥ −η

 .

Since the set is bounded and closed, the minimum is defined for some a that satisfies the constraints.

Thus, ρ(ε) > 0 and ρ(ε) is decreasing in ε. For each k, a·k satisfies that
∑K

j=1 ajkpjq0j
⊺ ≥ −η with

probability going to one from the fact that Γ̂0 ≥ 0 and ∥Γ̂0−Γ0A∥F converges to zero in probability.

Fix ε > 0. Then, ρ(ε) is also fixed to be a positive constant and

Pr

{
min
k′

∥a·k − ek′∥∞ ≥ ε

}

= Pr

min
k′

∥a·k − ek′∥∞ ≥ ε,

K∑
j=1

ajkpjq0j
⊺ ≥ −η


+ Pr

at least one element of
K∑
j=1

ajkpjq0j
⊺ is smaller than − η


≤ Pr

 min
p∈RMx ,q∈RMy

∥∥∥ K∑
j=1

ajkpjq0j
⊺ − pq⊺

∥∥∥
F
≥ ρ(ε)

+ o(1) = o(1).

Each column of A converges to an elementary vector.

It remains to show that the rotation is indeed a permutation; each of the elementary vector

e1, · · · , eK has to show up once and only once, across the columns of A. Let ε̃ ≤ 1
2K . Assume to

the contrary that there exist some k such that for every k′, ∥a·k′ − ej∥∞ ≤ ε̃ with some j ̸= k.
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Then, the k-th row of AΛ̂0 lies in [0, ε̃]K . Find that

∥∥∥AΛ̂0 − Λ0

∥∥∥
F
≤
∥∥∥∥(P̃Γ0

)−1
P̃

∥∥∥∥
F

∥∥∥Γ0

(
Λ0 −AΛ̂0

)∥∥∥
F

≤
∥∥∥∥(P̃Γ0

)−1
P̃

∥∥∥∥
F

(∥∥∥Γ0Λ0 − Γ̂0Λ̂0

∥∥∥
F
+
∥∥∥Γ̂0Λ̂0 − Γ0AΛ̂0

∥∥∥
F

)
= Op

(
1√
n

)
.

Thus, the k-th row of AΛ̂0 lying in [0, ε̃]K leads to a contradiction. Let

c = min
k

max
m

Pr
{
Ui = uk|Zi ∈ Zm

}
and let Pπ denote a (right) permutation matrix induced by a permutation π on {1, · · · ,K}. c

searches for the biggest element from each row of Λ0 and then takes the minimum across rows.

Since the row-specific search should give us a positive probability, c > 0; otherwise Λ0 does not

have full rank. Then, for small enough ε < c,

Pr
{
min
π

∥A− Pπ∥∞ ≥ ε
}

≤ Pr
{
there exists some k s.t. for every k′, ∥a·k′ − ej∥∞ ≤ ε with some j ̸= k

}
+ Pr

{
there exists some k s.t.min

k′
∥a·k − ek′∥∞ ≥ ε

}
≤ Pr

{∥∥∥AΛ̂0 − Λ0

∥∥∥
F
≥ |c− ε|

}
+ o(1) = o(1).

A converges to a permutation matrix.

Step 4. For an arbitrary ε > 0, Pr
{∥∥Λ̂0 − Λ0

∥∥
F
> ε
}
→ 0 as n → ∞.

Find that

∥∥Λ0 − Λ̂0

∥∥
F
≤
∥∥∥Λ0 −

(
P̃Γ0

)−1
P̃ Γ̂0Λ̂0

∥∥∥
F
+
∥∥∥(P̃Γ0

)−1
P̃ Γ̂0Λ̂0 − Λ̂0

∥∥∥
F

≤
∥∥∥(P̃Γ0

)−1
P̃
∥∥∥
F
·
∥∥Γ0Λ0 − Γ̂0Λ̂0

∥∥
F
+
∥∥∥(P̃Γ0

)−1
P̃ Γ̂0 − IK

∥∥∥
F
·
∥∥Λ̂0

∥∥
F

≤ Op

(
1√
n

)
+
∥∥Λ̂0

∥∥
F
·
(∥∥∥(P̃Γ0

)−1
P̃
(
Γ̂0 − Γ0A

)∥∥∥
F
+
∥∥∥(P̃Γ0

)−1
P̃Γ0 (A− IK)

∥∥∥
F

)
= Op

(
1√
n

)
+
∥∥Λ̂0

∥∥
F
·
∥∥A− IK

∥∥
F
.

From the result of Step 3, we can relabel U so that A converges to IK .
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A.3 Proof for Corollary 1

From the Glivenko-Cantelli Theorem and Theorem 2, we have

sup
y

∣∣∣F̂Y (1)|U

(
y|uk

)
− FY (1)|U

(
y|uk

)∣∣∣ p−→ 0,

sup
y

∣∣∣F̂Y (0)|U

(
y|uk

)
− FY (0)|U

(
y|uk

)∣∣∣ p−→ 0,

f̂U
(
uk
)
− fU

(
uk
) p−→ 0

for each k = 1, · · · ,K, up to some permutation. Note that

∣∣∣âb̂ĉ− abc
∣∣∣ = ∣∣∣âb̂ĉ− ab̂ĉ+ ab̂ĉ− abĉ+ abĉ− abc

∣∣∣
≤ |â− a| ·

∣∣∣b̂ĉ∣∣∣+ ∣∣∣b̂− b
∣∣∣ · |aĉ|+ |ĉ− c| · |ab|

≤ |â− a| ·
(∣∣∣b̂ĉ− bc

∣∣∣+ |bc|
)
+
∣∣∣b̂− b

∣∣∣ · |aĉ|+ |ĉ− c| · |ab|

≤ |â− a| ·
(∣∣∣b̂− b

∣∣∣ · |ĉ|+ |ĉ− c| · |b|+ |bc|
)
+
∣∣∣b̂− b

∣∣∣ · |aĉ|+ |ĉ− c| · |ab| .

Note that â and b̂ only appear as differences â − a and b̂ − b on the RHS. By taking a and b to

be the estimates of the conditional distribution functions F̂Y (d)|U , the uniform consistency of â− a

and b̂− b over R implies the uniform consistency of âb̂ĉ− abc over R2.
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